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Abstract—In this paper we evaluate eight well-known Informa-
tion Extraction (IE) tools on a task of Named Entity Recognition
(NER) in microposts. We have chosen six NLP tools and two
Wikipedia concept extractors for the evaluation. Our intent was
to see how these tools would perform on relatively short texts of
microposts. Evaluation dataset has been adopted from the MSM
2013 IE Challenge. This dataset contained manually annotated
microposts with classification restricted to four entity types: PER,
LOC, ORG and MISC.

I. INTRODUCTION

There are several information extraction (IE) tools available
which perform very well on relatively long text documents.
This paper provides an evaluation of such tools on a dataset
of microposts. Similar work has been done in [1], where the
authors evaluated news-trained Stanford NER on tweets. They
demonstrated that news-trained NER classifiers rely heavily
on capitalization, which is unreliable in tweets. In [2], the
authors compared the performance of their proprietary NER
classifier on a CoNLL dataset and a handmade Twitter dataset
(1684 postings). The authors observed that although the NER
classifier performed very well on a CoNLL dataset (F1 over
83%), the performance on the Twitter dataset was extremely
poor (F1 below 40%). Another related evaluations have been
done in [3] and [4]. In [4] authors evaluated semantic anno-
tation platforms according to their annotation methods. They
have examined two primary approaches: machine learning and
pattern-based. The first one performed more effectively than
the second one. Authors of [3] evaluated several NER systems
on a manually built corpus. The corpus was very small (579
words in 13 paragraphs; in average 100 words per paragraph),
but they have focused on the quality of its content to cover
various typographic, lexical, semantic and heuristic features.

II. TOOLS EVALUATED

We have chosen six well-known NLP tools with the ability
to recognize named entities in the text and two Wikipedia con-
cept extractors. Our intent was to see how these tools would
perform on microposts instead of relatively long length texts,
for which they have been designed. Some of the evaluated
tools have been adjusted to return a restricted set of four named

entity types: PER, LOC, ORG and MISC. This was achieved
by mapping their result entities to these four classification
types. Below is a short description of the evaluated tools.

ANNIE Named Entity Recognizer stands for “A Nearly-New
IE system” and is a part of the GATE family. ANNIE relies on
finite state algorithms, gazetteers and the JAPE language [5].
ANNIE recognizes persons, locations, organizations, dates,
addresses and other named entity types.

Apache OpenNLP1 library is a NLP toolkit based on ma-
chine learning and maximum entropy models. It supports
the most common NLP tasks, such as tokenization, sentence
segmentation, part-of-speech tagging, named entity extraction,
chunking, parsing, and co-reference resolution.

Illinois Named Entity Tagger is a tagger that tags plain
text with named entities with either four label types (person,
organization, location and miscellaneous) or 18 label types
based on the OntoNotes corpus. It uses gazetteers extracted
from Wikipedia, word class models derived from unlabeled
text, and expressive non-local features [6].

Illinois Wikifier identifies “important expressions” in the
input text and cross-links them to Wikipedia. The software
is based on a Wikipedia link structure. The structure provides
important information about which disambiguations are com-
patible [7].

LingPipe2 is an NLP tool kit for processing text and
performing tasks such as finding the names of people, or-
ganizations or locations in news; automatically classifying
Twitter search results into categories; or suggesting correct
spellings of queries. LingPipe’s classification, tagging, and
entity extraction are all based on n-gram character language
models [8]. There are currently three NER models available
for LingPipe: 1. English News: MUC-6, 2. English Genes:
GeneTag and English Genomics: GENIA. We have evaluated
LingPipe with the first model, which is not suitable for
microposts, but was the most appropriate from the models.

Open Calais3 uses NLP and machine-learning techniques to
examine the text and locate named entities like people, places,

1http://opennlp.apache.org
2http://alias-i.com/lingpipe
3http://www.opencalais.com/about



products, etc. There are currently 39 entities (e.g. Anniversary,
City, Company, Continent) and 83 events and facts (e.g.
Acquisition, Alliance, AnalystEarningsEstimate) supported by
Calais.

Stanford Named Entity Recognizer (NER) (also known as
CRFClassifier) is a Java implementation of a Named Entity
Recognizer and linear chain Conditional Random Field (CRF)
sequence models, coupled with feature extractors for Named
Entity Recognition [9]. It is also a part of the Stanford
CoreNLP, an integrated suite of NLP tools for English. Stan-
ford NER includes three NER models, each with its caseless
version. We have used the four class caseless model (PER-
SON, LOCATION, ORGANIZATION and MISC), which was
trained on CoNLL dataset [10]. When considering the evalua-
tion results, it should be stressed that this model was intended
to be used on news texts rather than microposts.

Wikipedia Miner4 is a text annotation tool, which is capable
of annotating Wikipedia topics in a given text. We have
used this software to discover Wikipedia topics in microposts.
Discovered topics were then tagged using a DBPedia Ontology
to match the four class named entity set: PER, LOC, ORG and
MISC.

III. EVALUATION DATASET

Evaluation dataset has been adopted from Making Sense of
Microposts 2013 IE Challenge (further as MSM Challenge).
Original MSM Challenge dataset5 consisted of two parts:
training part with 2815 manually annotated microposts and test
part with 1526 unannotated microposts. To ensure anonymity,
authors of the original dataset have replaced all username
mentions with “ MENTION ” and all URLs with “ URL ”.
There was approximately 4% overlap between both dataset
parts including micropost duplicates within each part. We
have removed duplicate and overlapping microposts from the
training dataset and made it our evaluation dataset. This dataset
contained 2752 unique manually annotated microposts with
classification restricted to four entity types: 1) Person (PER)
- full or partial person names; 2) Location (LOC) - full or
partial (geographical or physical) location names, including:
cities, provinces or states, countries, continents and (physical)
facilities; 3) Organization (ORG) - full or partial organization
names, including academic, state, governmental, military and
business or enterprise organizations; 4) Miscellaneous (MISC)
- a concept not covered by any of the categories above, but
limited to one of the entity types: film/movie, entertainment
award event, political event, programming language, sporting
event and TV show. Occurrence of a particular Named Entity
type in the evaluation dataset is depicted in Fig. 1.

IV. EVALUATION FRAMEWORK

We have chosen GATE [11] as an evaluation framework,
because we are familiar with it and because it provides a
variety of tools for automatic evaluation. GATE contains an

4http://wikipedia-miner.cms.waikato.ac.nz
5http://oak.dcs.shef.ac.uk/msm2013/ie challenge/

MSM2013-CEChallengeFinal.zip
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Fig. 1. Named Entity occurrence in the evaluation dataset

Annotation Diff tool, which compares two annotation sets
within a document. Another tool in GATE is Corpus QA
(Quality Assurance), which provides functionality for com-
paring annotation sets over an entire corpus. This tool was the
key for obtaining evaluation results.

Moreover, GATE has a great plug-in system offering an API
to develop custom plug-ins, so one can easily integrate third
party tools. By following this approach, we have integrated
Illinois NER, Illinois Wikifier, Wikipedia Miner and Stanford
CoreNLP/NER into GATE. In the same way we have inte-
grated OpenCalais, LingPipe, and OpenNLP tools into GATE.

The evaluation dataset has been imported into GATE as
a GATE SerialDataStore corpus, where each micropost was
represented as a separate GATE document. There has been
a “Manual” annotation set created for each document, where
we put all its manual annotations. These manual annotation
sets formed a gold standard for the evaluation. The evaluation
GATE SerialDataStore corpus is available for download6.

V. EVALUATION METHODOLOGY

The evaluation was started by running all the tools over
the GATE SerialDataStore corpus. Each tool produced a new
annotation set (named by the tool) for each document, where
it put all annotations it has found. Then an Annotation Set
Transfer PR (Processing Resource) has been applied to map
relevant annotation names to the four target classification
types. For instance, Person annotations were renamed to PER,
Location to LOC, City to LOC, etc. After that, three main
evaluation measures were computed (Precision - P , Recall -
R, and F1) for each evaluated tool and target entity type (PER,
LOC, ORG and MISC). These measures were computed using
the GATE Corpus QA tool, where the key annotation set was
the “Manual” annotation set and the response annotation sets
were the ones created by the evaluated tools. Matching of
annotations has been done in two modes: strict and lenient.
The strict one considered all the partially correct responses
as incorrect, while the lenient considered them as correct
(e.g. PER - “Mr. Smith” and PER - “Smith” are incorrect by
strict matching, but correct by lenient matching). Therefore,

6http://ikt.ui.sav.sk/microposts



we show the precision, recall and F1 measures separately for
the strict mode (PS , RS and F1S) and for the lenient mode
(PL, RL and F1L). We have also computed the average values
of these measures combining the strict and the lenient results
(PA, RA and F1A). Additionally, we have also provided Macro
and Micro summaries: while the Macro summary averages
P , R and F1 measures on a per document basis, the Micro
summary considers the whole dataset as one document.

VI. EVALUATION RESULTS

Tables I to VIII summarize the evaluation results for each
tool and each target entity type. Some of the evaluated tools
(namely ANNIE, Apache OpenNLP and LingPipe) could not
recognize the MISC entity type. For these tools, we did not
measure the MISC recognition performance.

Evaluation results of ANNIE can be seen in TABLE I.
ANNIE did not hit the highest score in any measure, but it
was not the worst in any either. ANNIE performed best within
its own measures in LOC classification (F1S = 68%), then in
PER (F1S = 61%) and ORG (F1S = 36%) classification. The
MISC entity type was not evaluated, because ANNIE does not
recognize it.

TABLE I
EVALUATION RESULTS OF ANNIE

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.77 0.60 0.68 0.80 0.63 0.71 0.79 0.62 0.69
MISC - - - - - - - - -
ORG 0.42 0.31 0.36 0.48 0.36 0.41 0.45 0.33 0.38
PER 0.66 0.56 0.61 0.80 0.69 0.74 0.73 0.62 0.67

Macro 0.71 0.37 0.41 0.77 0.42 0.47 0.74 0.39 0.44
Micro 0.64 0.48 0.55 0.74 0.56 0.64 0.69 0.52 0.60

TABLE II shows the results of Apache OpenNLP. This tool
was not the best in any measure. It was the worst in LOC
and ORG recall (strict, lenient and average). But it hit 87%
in lenient PER precision, which was the second highest score
for this measure among all the evaluated tools. The MISC
entity type was not evaluated, since Apache OpenNLP does
not classify the entity types subsumed under MISC.

TABLE II
EVALUATION RESULTS OF APACHE OPENNLP

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.66 0.41 0.51 0.72 0.45 0.56 0.69 0.43 0.53
MISC - - - - - - - - -
ORG 0.31 0.24 0.27 0.39 0.30 0.34 0.35 0.27 0.30
PER 0.74 0.48 0.58 0.87 0.56 0.68 0.81 0.52 0.63

Macro 0.68 0.28 0.34 0.75 0.33 0.39 0.71 0.31 0.37
Micro 0.62 0.38 0.48 0.73 0.45 0.55 0.68 0.42 0.52

Evaluation results of Illinois NER classifier are displayed
in TABLE III. Illinois NER performed as the best tool in
PER classification (F1S = 79%) and the second best in LOC

classification (F1S = 73%). It was also the best in PER recall
(RS = 78%). Illinois NER performed better within its own
measures in PER classification (F1S = 79%) than in LOC
(F1S = 73%) and ORG (F1S = 36%) classification. Classifi-
cation of MISC entity type was its weakest one (F1S = 10%).

TABLE III
EVALUATION RESULTS OF ILLINOIS NER

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.74 0.71 0.73 0.79 0.76 0.78 0.77 0.74 0.75
MISC 0.08 0.15 0.10 0.13 0.25 0.17 0.10 0.20 0.14
ORG 0.34 0.39 0.36 0.43 0.49 0.46 0.38 0.44 0.41
PER 0.79 0.78 0.79 0.84 0.83 0.84 0.82 0.80 0.81

Macro 0.49 0.51 0.50 0.55 0.58 0.56 0.52 0.55 0.53
Micro 0.60 0.65 0.62 0.66 0.71 0.68 0.63 0.68 0.65

TABLE IV contains the evaluation results of Illinois Wik-
ifier. Illinois Wikifier has achieved the best score in PER
precision (PS = 84%). Within its own measures, this tool
performed better in PER classification (F1S = 63%) than
in LOC (F1S = 55%), ORG (F1S = 42%) and MISC
(F1S = 16%) classification.

TABLE IV
EVALUATION RESULTS OF ILLINOIS WIKIFIER

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.57 0.53 0.55 0.62 0.58 0.60 0.59 0.56 0.57
MISC 0.13 0.22 0.16 0.15 0.26 0.19 0.14 0.24 0.17
ORG 0.41 0.42 0.42 0.46 0.47 0.47 0.44 0.45 0.44
PER 0.84 0.50 0.63 0.89 0.53 0.67 0.87 0.52 0.65

Macro 0.49 0.42 0.44 0.53 0.46 0.48 0.51 0.44 0.46
Micro 0.57 0.47 0.52 0.62 0.51 0.56 0.60 0.49 0.54

LingPipe, which used NER model for news texts, hit the
best score in lenient ORG recall (54%), but its precision was
the worst among all the evaluated tools (TABLE V). This tool
was also the weakest in LOC classification (F1S = 30%). Its
low performance was caused by the fact that it used a model
for English news texts trained on MUC-6 corpora. It is obvious
that it would need to re-train the model on a corpus of labeled
microposts.

TABLE V
EVALUATION RESULTS OF LINGPIPE

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.26 0.52 0.35 0.30 0.59 0.40 0.28 0.56 0.37
MISC - - - - - - - - -
ORG 0.04 0.25 0.07 0.09 0.54 0.15 0.06 0.40 0.11
PER 0.30 0.42 0.35 0.46 0.66 0.54 0.38 0.54 0.44

Macro 0.40 0.30 0.19 0.46 0.45 0.27 0.43 0.38 0.23
Micro 0.16 0.38 0.23 0.24 0.58 0.34 0.20 0.48 0.28

Open Calais was the best tool in LOC (F1S = 74%), MISC
(F1S = 27%) and ORG (F1S = 56%) classification. It had



also the best precision score for these three entity types. Open
Calais has placed third in PER classification (F1S = 69%)
right after the Illinois NER and Stanford NER. Evaluation
results of Open Calais are displayed in TABLE VI.

TABLE VI
EVALUATION RESULTS OF OPENCALAIS

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.80 0.68 0.74 0.83 0.71 0.77 0.82 0.70 0.75
MISC 0.38 0.21 0.27 0.57 0.31 0.40 0.47 0.26 0.34
ORG 0.73 0.45 0.56 0.79 0.49 0.60 0.76 0.47 0.58
PER 0.72 0.67 0.69 0.77 0.72 0.75 0.74 0.70 0.72

Macro 0.66 0.50 0.56 0.74 0.56 0.63 0.70 0.53 0.60
Micro 0.72 0.60 0.65 0.78 0.65 0.71 0.75 0.62 0.68

Evaluation results of Stanford NER are displayed in TABLE
VII. This classifier performed similarly to Illinois NER, which
was expected because both tools are based on a sequential
prediction and their models were trained on CONLL datasets.
Stanford NER was the second best in PER (F1S = 75%)
classification after the first Illinois NER (F1S = 79%).

TABLE VII
EVALUATION RESULTS OF STANFORD NER

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.69 0.65 0.67 0.74 0.70 0.72 0.71 0.67 0.69
MISC 0.05 0.06 0.05 0.09 0.10 0.10 0.07 0.08 0.08
ORG 0.27 0.29 0.28 0.36 0.38 0.37 0.32 0.34 0.32
PER 0.75 0.74 0.75 0.83 0.82 0.82 0.79 0.78 0.78

Macro 0.44 0.44 0.44 0.50 0.50 0.50 0.47 0.47 0.47
Micro 0.59 0.59 0.59 0.66 0.66 0.66 0.62 0.63 0.63

TABLE VIII shows the evaluation results of Wikipedia
Miner. We expected a higher score in MISC classification,
but this tool performed as the second worst in it (F1S = 6%).
At least, we presumed a much higher MISC recall, because we
have mapped all the returned annotations which were not in
LOC/PER/ORG category to a MISC type. On the other hand,
the MISC recall score was the best one (RS = 31%) as well
as LOC (RS = 73%) and ORG (RS = 47%).

TABLE VIII
EVALUATION RESULTS OF WIKIPEDIA MINER

NE PS RS F1S PL RL F1L PA RA F1A

LOC 0.34 0.73 0.46 0.36 0.78 0.49 0.35 0.75 0.48
MISC 0.03 0.31 0.06 0.05 0.40 0.08 0.04 0.36 0.07
ORG 0.21 0.47 0.29 0.22 0.50 0.30 0.21 0.48 0.29
PER 0.64 0.59 0.61 0.69 0.63 0.66 0.67 0.61 0.64

Macro 0.31 0.52 0.35 0.33 0.58 0.38 0.32 0.55 0.37
Micro 0.29 0.57 0.39 0.31 0.62 0.42 0.30 0.59 0.40

For easier comparison of the tools’ performance over the
dataset, we present several plots below. In each, we consider
only strict-match-computed measures, i.e. PS , RS and F1S .

Precision measures of all the evaluated tools over the dataset
are depicted in Fig. 2.

The highest precision in LOC, MISC and ORG entity
type was achieved by Open Calais (80%, 38% and 73%
respectively). The highest precision in PER entity type was
measured for Illinois Wikifier (84%) followed by Illinois NER
(79%) and Stanford NER (75%).
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Fig. 2. Precision of evaluated tools by entity type

Recall measures of all the evaluated tools over the dataset
are depicted in Fig. 3. The highest recall in LOC, MISC and
ORG entity type was achieved by Wikipedia Miner (73%, 31%
and 47% respectively). The highest recall in PER entity type
was measured for Illinois NER classifier (78%) followed by
Stanford NER (74%) and Open Calais (67%).
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Fig. 3. Recall of evaluated tools by entity type

F1 measures of all the evaluated tools over the dataset
are depicted in Fig. 4. The best F1 score in LOC, MISC
and ORG classification was measured for Open Calais (74%,
27% and 56% respectively), while the best F1 score in PER
classification had Illinois NER (79%) followed by Stanford
NER (75%) and Open Calais (69%). Illinois NER was the
second best in LOC classification (73%) followed by the
third ANNIE (68%). The second and the third best in MISC



classification were Illinois Wikifier (16%) and Illinois NER
(10%), respectively. Illinois Wikifier was the second in ORG
classification (42%) followed by Illinois NER and ANNIE
sharing the third place (36%).
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Fig. 4. F1 of evaluated tools by entity type

Dispersion of the F1 score by entity type among the tools
is displayed in Fig. 5. Micro summary of the evaluated tools
can be seen in Fig. 6 where all the three kinds of P , R and
F1 measures are plotted out.
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VII. CURRENT AND FUTURE WORK

The evaluation results have shown that classifiers return
diverse results, but when properly combined, this might lead
to a new composite classifier that performs better than any in-
dividual classifier on its own. For example, a simple composite
classifier might incorporate the best performing tool for each
named entity class. The diversity of the results can be seen in
Fig. 7. If we make a union of all the entities recognized by the
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Fig. 7. Performance of unified evaluated tools

evaluated tools, we get a very high recall, but with a drawback
of a very low precision. Machine learning techniques such as
decision trees can help us to choose appropriate technique in a
specific context and thus improve the precision, while keeping
the recall relatively high. Currently, we are working on a NER
classifier, which aggregates some of the evaluated tools. To be
more concrete, we accumulate various text features as well as
NER and POS-tagging results and use them for producing a
decision tree model for the classifier. This approach is giving
us a higher F1 score than a simple composite classifier. Our
observations have also shown that, on average, every second
micropost contains a link, which can be an external source of
additional information. Such information could be exploited
in the NER process, for example in entity disambiguation.

VIII. CONCLUSION

In this paper we survey and evaluate the state of the art
information extraction tools on the same dataset of microposts.
These tools were executed without prior tuning for this kind
of text and there was no preprocessing applied on microposts.
The evaluation gave us valuable information on how these
tools behave on microposts and how they perform regarding
different NE types. Our findings revealed that the best perform-
ing NER tool on microposts was Open Calais; however, our
experiment also showed that the total recall of all the tools



combined together was much higher. This means that each
tool is good at discovering different kinds of entities and that
there is a place for combining these tools in order to achieve
superior performance.
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