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Introduction Features for ML
The point is to describe a) micropost text as a whole; b) annotations
We describe our approach taken in the MSM2013 |E Challenge, which found by involved NER taggers; c) how these annotations overlap with
was aimed at concept extraction from microposts - a short in size each other. Annotations extracted by NER taggers: LOC, MISC, ORG,
information posted on the Web (e.g. Tweets, Facebook likes, PER, NP, VP, OTHER. We use an d) answer vector for learning.
comments GOOg|e+ pOS'tS |nS‘tag ram photos) The CIaSS|f|Ca‘t|On Of a) Tweet feature vector - Three features are computed considering  d) Answer vector - An intermediate help vector describing, how
? ) _ ) only words with length > 3: reference annotation overlaps with the manual annotations. This
extracted Concepts has been restrlcted to four Classes PER LOC vector is used in ML data preprocessing and is later replaced by value
) ? ? « awc - all words in tweet are capitalized of ne attribute or NULL:
+ awuc - all words in tweet are upper cased
ORG and M ISC ) « awilc - all words in tweet lower cased + ne - NE class of manual annotation overlapped by the reference
annotation
b) Annotation feature vector - Six attributes computed for each + ail - average intersection length with manual annotations
annotation found by underlaying NER tagger (reference annotation): - aiia - average percentage intersection of manual annotations
Ap—p roaCh with reference annotation
ne - annotation class (LOC, MISC, ORG, PER, VP, NP, OTHER) « aiir - average percentage intersection of a reference annotation
+ flc - first letter capital with manual annotations
I - . aluc - all letters upper cased Context _: Did you know Abraham Lincoln drove a Ford , and Henry Ford drove a Lincoln 2"
Our intent was not to create a new NER tagger, but to combine several [ ae el o ors upper case - 5T e e
. . . . WL . . _ : : ANNIE#LOC Apache OpenNLP and PER
existing NER taggers which use different classification methods and . ow - captalized words s O O @@ B e e
. . . . . . ANNIE#PER :l :l type: ﬁp re ﬂp
benefit from their combination. We felt, that this approach could bring a ) Tagger veotor - Three atiributes describing overlapping of e P R 1
. HP : reference annotation with other annotations and two attributes ApacheOpenNLP#PER [ p1 | | | 2
Su perlor perfo rman Ce- Th IS Idea Was Su ppo rted by eval uatlon resu ItS Of descr|b|ng particular tagger confidence (per tagger and each NE ApacheOpenNLP#VP :-@ES E:l refﬂp,+ref np,
. . . . ClaSS): C4,5,exact,afir,M13.Resuns#0Re giia = —1P1 - 13
various NER taggers, which we evaluated over the MSM 2013 training = _ =
« ail - average intersection length Minois NER#PER L | | [
Set - aiia - average percentage intersection of other’s annotations nas HLerone L — L]
with reference annotation ManualfORG O
aiir - average percentage intersection of a reference annotation manaieer ] - 1]
- - - - with other’s annotations (100% is the length of the ref. ann.) opentansione
Evaluatlon Of CO“Sldered NER taggers for Comblnatlon «  E(p) - mean value of tagger confidence for overlapping SonfordNERFORG M— = =
annotations StanfordNER#PER ] - :IZI
var(p) - variance of tagger confidence values for overlapping pmnetone
. PS 1.OOLoc annotations (I | | |
s | Model training
—ANNIE —ANNIE
—Apache OpenNLP —Apache OpenNLP We have tried several algorithms to 36|883t' d?ta
lllinois NER lllinois NER . s . . ~00, INStances
—lllinois Wikifier - - —lllinois Wikifier traln a CIaSS|flcat|0n mOdel 200 attributes
—LingPipe —LingPipe
tna etna cas Proprocessing of nput dts
i " Wikipedia Miner Wikipedia Miner LMT* (LOQiSﬁC Model Trees) * removed dupllcate instances
NBTree (Bayess Network Tree) « removed attributes where values changed for
REPTree (Fast decision tree learner) insignificant number of instances
- N ORG SimpleCart - removed help attributes
Micro summary of several NER taggers over the training set. Three versions F1 score of the evaluated NER taggers over the training set. LADTree (LOQitBOOSt A/ternating Decision Tree) * attribute conversion to Nominal
of Precision, Recall and F; metrics are depicted. Strict (Ps, Rs and Fyg) Random Forest
considered partially correct responses as incorrect, lenient (P, R_and Fq. 2 _ .
considered them as correct and Pa, Ra, and F1a is average of previous two. ) B Ps B R B Fis Ad&?OOStM7 Preprocessed Input data, ready for ML
o MultiLayer Perceptron Neural Network ~31,000 instances
Bayes Network 100 attributes
S Bagging Tree
S e - < FT* (Functional trees) Validation
- - " - - - 10-fold cross validation
S . | . holdout
S| g * trees supporting rules made of multiple attributes
| . . — [0
o0 02 0 o¢ oe 1o Loc hise ore PeR The best models were built by:
S . EI:" _________ 4 Performance of unified NER taggers over the training set. Results of all the
o evaluated NER taggers have been unified and cleared of exact duplicates Random Forest C4.5
0o 0o o 0% 0 0 before computing the evaluation metrics.
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F, spread of the evaluated NER taggers over the training set. LOG MISC ORG PER
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Occurrence of particular NE types in the training set.
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The evaluation has showed, that total recall of all the taggers combined
together was much higher than individually. This ment that taggers
discovered diverse entities and that there could be a place for
combining the taggers in order to achieve superior performance. The
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problem was to improve the precision, which was very low. Better : :
p e rfo rmance cou I d b e eas | Iy ac h | eve d by q S-t ra | g h tfo rwa rd Trees - number of trees; M - minimum number of records to be passed to child decision nodes; --- Dummy model; Trained on MSM train dataset, tested on MSM test dataset
combination of the best taggers for each NE type, but the performance The graph "Micro summary” and the table below
: iy : : compare performance of NER taggers over the MSM
growth would not be significant. Therefore we tried to combine the 2013 test set. This set was modified prior to
taggers in more sophisticated way through machine learning ok o —— evaluation. There were duplicate tweets and tweets
, s W Apache OpeniL? overlapping with the train set removed.
teChanueS- ' : Illinois NER
o e Annotowatch 1, 2 and 3 are our submissions to the
_ RA FIS —— Open Calais MSM 2013 Challenge, which used post processing
Outline of chosen NER taggers e techniques described in the submission paper.
Annotowatch 1
-‘ .: = Annotowatch 2 RandomForest 21 and C4.5 M13 are our new
( ANNIE (Miscinator)  (lllinois NER (ApacheOpenNLP) (Wikipedia Miner) IIIinoisWikifier) (Stanford NER) (Open Calais) P\ Z, A models  created after the challenge submission
‘ \| * * F( * ca5M13 deadline. They do not involve any post processing of
T RandomForest 21
Finite state Perceptron @ @ the results.
algorithms Learning FIL RL
_ "Dummy" is a tagger which simply combines best
e o Micro summary taggers for each NE class (based on evaluation over
0 the train set).
. . . Tagger LOC MISC ORG PER Macro Micro
Transformation to machine learning task P R F|P R F|P R FA|P R F|P R FI|P R _FI
RandomForest 21 0.51 0.61 0.56[0.39 0.19 0.26|0.50 0.47 0.48[0.86 0.88 0.87|0.56 0.54 0.54[0.77 0.76 0.76
C4.5 M13 0.53 0.61 0.57[0.59 0.25 0.35|0.41 0.33 0.36|0.87 0.87 0.87|0.60 0.51 0.54|0.78 0.73 0.75
We do Annotowatch 2 0.39 0.54 0.46|0.38 0.25 0.30(0.39 0.40 0.40|0.85 0.85 0.85|0.50 0.51 0.50|0.72 0.72 0.72
We have We want Annotowatch 1 0.44 0.58 0.50[0.39 0.26 0.31]0.39 0.40 0.39|0.83 0.84 0.83|0.51 0.52 0.51|0.71 0.72 0.71
Classification Annotowatch 3 0.44 0.58 0.50[0.39 0.25 0.31]0.37 0.45 0.41|0.83 0.84 0.83|0.51 0.53 0.51|0.70 0.72 0.71
lllinois NER 0.46 0.57 0.510.05 0.08 0.07|0.26 0.36 0.30(0.86 0.82 0.84|0.41 0.46 0.43[0.64 0.69 0.66
o Bert F of the taggers' Stanford NER 0.46 0.60 0.52|0.01 0.01 0.01]0.25 0.31 0.28(0.83 0.80 0.82|0.39 0.43 0.41[0.65 0.66 0.66
: Open Calais 0.75 0.52 0.61[0.54 0.20 0.29|0.62 0.19 0.30(0.66 0.73 0.69|0.64 0.41 0.47|0.66 0.60 0.63
o results to 5 Dummy 0.29 0.72 0.41]0.09 0.35 0.15|0.32 0.62 0.42|0.63 0.92 0.75|0.33 0.65 0.43|0.47 0.82 0.60
classes: LOC ANNIE 0.47 0.49 0.48| - - - |0.23 0.17 0.19(0.72 0.64 0.68|0.61 0.32 0.34[0.63 0.52 0.57
' ’ lllinois Wikifier 0.28 0.44 0.34(0.07 0.13 0.09|0.53 0.41 0.46[0.88 0.55 0.67|0.44 0.38 0.39|0.63 0.49 0.55
| R MISC, ORG, Apache OpenNLP 0.36 0.41 0.38| - - - [0.14 0.12 0.13]0.78 0.54 0.64(0.57 0.27 0.29(0.62 0.43 0.51
unique 2752 Wikipedia Miner 0.25 0.50 0.33/0.03 0.18 0.05|0.29 0.38 0.33(0.76 0.58 0.66|0.33 0.41 0.34[0.41 0.52 0.46
NER taggers manually Combined PER, NULL LingPipe 0.09 045 0.15| - - - [0.03 0.22 0.05]|0.34 0.44 0.38|0.37 0.28 0.14]0.15 0.38 0.21
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